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ON THE WE Of ADAPTIVE OPTIMAL CONTROL TO P{OVIDE

ENERGY CONSERVATION IN LARGE BUILDINGS’

Donald R. Farrls
Los Alamos Sclentlflc Laboratory
P.O. BOX 1663, MS-429
Los AISniOS, NM 87545

The use of an adaptive linear regulator approach
for controlling heating, ventilating, and alr-condi-
tlonlng (HVAC) systems in large buildings is dis-
cussed. The control manifestations of this approach
are compared with those found In conventional ap-
plications. The salient features of the approach are
discussed, and simulation results are p;.sented. Im-
plementation is dfscussed, and economic estimates for
conrnercialuse of this approach are also presented.

Introduction

The subject of cost-effective and energy-conszrv-
Ing control strategies and their implementation in
building HVAC systems is widely discussed. It is gen-
erally agreed that the way a building is operated has
a significant Impact on energy use and that a poorly
operated building can defeat even the best energy-con-
serving designs. It is also accepted that the use of
controls, advanced when compared to present practice,
will lead to improved system efficiencies.

An implicit element in the dialogue on HVAC con-
trol systems is that a systems approach !!rustbe used.
The entire system, with its dynamic coupling and inter-
play of subsystems, must be examined to make effective
control Improvements. it is doubtful that today’s
“conventional” controls, designed In an era of inexpen-
sive energy, were ever considered to be optimal except
perhaps In the sense of their in~tial cost. Even If
each Individual subsystem (chiller, a~r-handli:,gsys-
tem, etc.) has a control systcm designed to optimize
its performance and energy we. It ~s well known that
combfninq them in a slnqle system d~es not necessarily
result In a sy<tem that optimizes overall performance
and energy use.

Since 1976, p.?rsonnelat the Los Alamos Scien-
tific Laboratory (LASL) have been studyfng the use of
adaptive and optimal control techniques in solar heated
and cooled buildfngs[l-8]. This study has led to the
development of a specific approach designated as adap-
tive optimal control (AOC), In this study, the~ret.
ical and computer simulation studies ustng the AOC con-
cept indicate ‘hat substantial enerqy savings can be
reallzed. As the AOC concept has been refined, it has
enjoyed increased confidence in its ability to improve
energy conservation and system performance. Various
Stag% Of development have produced simulations with
substantial auxiliary energy (back-up energy needed for
the solar system) zavings over the conventional con-
troller simulated In the system. Other experiments in
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optimizing the control strategies In the solar heated
and cooled Los Alansx National Security and Rescurces
Study Cente,’ (NSRSC) demonstrate emphatically that a
consfder&hle amou,,tof energy ,;tlbe saved by modffying
conventional contrcl hardware and, most importantly,
by rrvlewirsg the control function from a system
level [9].

The system-level AK approach is discussed here
frun a conceptual point of view. Simulation results
are presented, and Implementation Is discussed fmm
both hardware and economic perspectives.

AK Concept

To illustrate the AOC concept, cons!der the por-
tion of a solar heating system s>wn In Fig. 1. There
the controls to be determined are (1) the hot water
flow rate, Whw, (2) the choice of the storage tank
or the auxillary heat exchanger as an energy source,
and (3) the temperature, Ta x, of the auxiliary
energy source if it Is chosen. conventional strate ies

!;or determining these controls are also shob ,n lg.
. The hot water flow rate is determined solely on the

has:: of the room temperature, Tr. In determining
the flow rate, no consideration is given to the temper-
ature of the water and, therefore, to Its ability to
heat the roan. The choice of the solar storage tank
or the auxiliary heat exchanger as the source of energy

Fig. 1. Conventional control strategy.

●This work has been supported by the Solar Heating and Cooling Research and Development Branch, Oiflce of
Conservation and Solar Applications, US Department of Energy,
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IS ba5ed 011the storage tank temeratu~,tjs ~1~~
ambhnt temperature, la. Certainly, .
temperature affects the roun ~erature, !Jt the room
temperature Is mt explicitly considered. SMlarly.
the auxlllary hot water temperature is determined sole-
lyby the ambient temperature and *es not consider the
actual roan heating requirements as reflected in the
room temperature.

The AOC approach, however, considers all the sir
nificant system variables in determining the controls
as schematically illustrated In Fig. 2. The block
diagrwn of Fig. 3 shows the AOC cwonents and their
functional interaction. The build:ng (or plant) repre-
sents the nonlinear dynamics of the building and entire
HVAC system. The model identification block represents
the sequential least squares system identification
process, which identifies a linear model that accurate-
ly reproduces the nonlinear plant behavior for the
given set of operating conditions. Once the linearized
parameters have been identified, they will be used in
conjunction with an integral quadratic cast functional
to canpute the optimal controller parameters (gains and
offsets). The computation of the optimal control
parameters also uses optimization data fran a portion
of the system known as the supervisor. The 6ptlmiza-
tlon data it provides contain such infonmatirn as set
points, mndiflcations to the relative ~ights in the
performance index and system adjustments based on the
time of day. The supervisor also provides . ch;lnnel
to communicate any human operator’s comnands tc the
system. The controller computational algorithm makes
use of standard linear regulator/linear s?rvomerl,allism
theory with set points for both the control and state
variables. The controller uses the control parameters
to generate the appropriate closed-loop control to
min!mize the cost functional. The model identification
process is an on-llne process; after a fixed amaunt of
time, it will have an updated linear model available.
rhat updated linear model and the r;.i,,,,zationdata
supplied by the supervisor are then used to recompute
the optimal controi ;ax. The control system is, there-
fore, changed (adapted) to remain optimal as the system
undergoes changes of vdrious forms.

The control parameters are used to implement lin-
ear, closed-loop control equations such as

ODOCG
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where ~s is the M water flm rate out of the
storage tank, andE is an offset. Closad-looP control
equations are essential for any HVAC control process
to be implemented.

Sane of the features of the control equations are
depicted in Fig. 4. Fig. 4(a shows the multidimen-

1sional characteristics of Eq. 1). The hot water flow
rate is a function of more than one of the system vari-
ables. Both the room Wnperature and the storage tank
temperature. as w1l as other $y~&n variables that
would be visualized in a higher order space, determine
the hot water flow rate when the storage tank is heir.g
used. If all of the variables but one, say Tr, are
chosen at some constant value, then Whws beccmes the
same type control equation the conventional controller
uses. Contimin~ to examine hs as a function ~f
T MIY, the s ope of the line between saturation
l~mits is the controller gain, kl. The adaptive
nature of the AOC approach is manifested when the en-
tire process is repeated periodically. and the result-
ing gains are subject to change as show in Fig. 4(b).
A plot of a single gain as a function of time might
appear as in Fig. 4(c). The pr~ceding discupu~si:fs
concentrated on Whws as a function of Tr.
lar comments apply to all the variable terms In Eq.
(l). In fact, the multi?:mensional plane of Fi . 4(a)
would change each time the system adapts ?or is
updated).

One readily sees then that the t e of control
+offered by the AOC is essentially that ound in a con-

ventional proportional controller. However, the con-
trol parameters are determined using a system-level
approach; and further, they are optimally determined
to minfmize a specific performance index.

Simulation and Resul’s

Operation of an AOC controller has been simulated
on a digital computer and compared with operation of a
conventional controller, also simulated on a digital
computer. The simulations have shown that the AOC can
achieve substantial auxiliary ener y savings whe~ com-

fpared to the conventional control er while regulating
che roan temperature quite well.

The NSRSC at lASL provides the basis for a general

$
: el used in this simulation. The NSRSC is a 59,000

library and conference facility. It has both

( .—— L. __ J
sfSIIMPA@Aurl[M

Fig. 2. AOC strategy. Fig. 3. System block diagram,

2



4

4;
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I
Time (h)

(c)

Fig. 4.” Control equation features.

solar heating and cmling systems. but CRIIYthe heating
system is discussed here. A simplified model of the
solar heating system used is shows in Fig. 5.

Short-Term Results

Initial simulation of the AOC operation was for
1- and 2-day periods. The days selected were rather
cold but sunny as shown in Figs. 6 and 7. Performance
under these conditions is summarized in Table I. The
“conventional controller” simulation uses the control
strategies of the NSRSC. The “AOC-mixing” simulation
uses the AOC technique with the two energy sources
capable of being used simultaneously through a mixing
valve arrangement. The “AOC-exclusive” simulation uses
the AOC technique with the tm energy sources used in
a mutually exclusive fashion. All the control systems
simulated maintain the ro~ temperature within a can-
fortable range. However, the AK technique simulations
do :;0with a significantly smaller amount of auxiliary
energy and result In an auxiliary energy savings of as
much as 51%.

Long-Term Results

To exercise the controllers over a wide range of
operating conditions, a month’s operation was simu-
lated. Heather data are shown in Figs. 8 and 9. The
performance results are show in Table II.
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Fig. 5. Solar heating system model.
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Fig. 6. Ambient temperature for short-term
simulations.

3

The “conventional controller” and “AOC-exclusive”
simulation have the same meaning as in the short term
simulation. Again, the room temperature is maintained
quite well by both controllers, but the AOC controller
uses much less auxiliary energy and results in an aux-
Illary energy savings of over 95%. It must be recalled
that this is a savings in back-up energy for the solar
system and not the total energy needed to heat the
building. Milder wather is more conducive to tOtal
solar heating, and the Increase in aux?liary energy
savings is partially attributable to the milder (and
more typical) weather cf the long-tenm simulation.

In both simulations, the AOC operated the building
to make better use of all available sources of energy.
The emphasis on improv?d managemeiltof energy resources
by the A(X technique is indeed ~ppropriate.

-J L
-50 -~

Time (h)
Fig. 7. Solar insolation for slmrt-term simulations.
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TA6LE I

HEAYIffiSYSTEM PERFWCE
SnT-~ SIMMTION

3ystem A\,era~ R- Au ilfary %b avings c~med
RCM T~aratura E&y to CMwntional
Tm~ratura Exta-ma% Controller

!gF) (°F) :% Btu)

Caventimal 70.0 ~o.: 6.75 ----
contro’Ier .

AOC-mixiq 69.7 68.4 4.13 =.0
70.2

AOC-excluslW 69.7 67.4 3.2t3 51.3
70.5

Implementation -

The hardware needed to Implement
considered In three categories.

1. Sensors and &ctuators
2. Satellite controllers
3. Algorithm processor

the AOCmy be

The role of each compcment Is stKItmIn Fig. 10.

Sensors and Actuators

Accurate sensing of system conditions is Meded
for the system identification process to detennlne the

n

60

50

40

30

20

10

0

-10

-20 L.. . .. .... ..
-3 0 5 10 15 20 25 J“o :

Time (days)

Fig. 8. Ambient temperature for long-tern simulations.

model and current set of operating conditions. It 1S

Ir@ortant to note that fewer sense= may be needed with
the AM controller than with a conventional controller.
This is becwse the AK approach bases Its Mdel on a
state-variable representation, and any Information
neaded may be detemdned fran the state, the controls,
and the external inputs such as tiient temperature.

The actuators nwst be capable of effecting the
control when ccwrrnandedby digital signals. El~trical-
ly controlled valves, dampers, etc. could be used, or
el~trical-pwumatic transducers could be used with a
pnamatic system. The sensors and actuators are not
conceptually diffe:ent from those found in conventional
Control system. ilowever,their placment and use in
the HVAC system may be different.
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. TABLE 11

HEAT1R6 SWEH PERFCWAKE
LONG-TERM SMJLATION

system Average Roan A illary %s avlngs Cmpare~
R&m T&lF&a;ure E& to Conventional
Temperature us

3
Controller

(UF) (°F) (1 Btu)

Conventional 70,1 68.9 13.074 .-..
controller 70.7

AOC-excluslve 68.1
70.0 71-4 0.571 35.6

Satellite Controllers

The satellite controllers receive control param-
eters frcin the algorlthm processor and implement the
control equation. Speclficdlly, the control gains and
offsets would be transmitted. Information from the
sensors Is available, and the satellite controllers put
the control Into effe~t.

The satellite controllers are capable of operating
without intervention fran the algorithm processor.
Once the control parameters have been rsceived, they
are used until they are updated upon completion of an
adaptation Interval. This pseudoindependent operation
of the satellite controllers allows the HVAC system to
continue operation if the algor!thm processor should
go down. The satellite controllers must have nonvola-
tile memory in order to prcvlde maximum control capa-
bility in the face of control Interruption.

Alqorithm Processor

The algorithm processor does what Its name im-
plies: it processes the algorithms to provide the
gains and offsets to th~ satellite controllers. It
samples the sensor data periodically and computes the
system mdel using the system ideni.lficat+ontech-
nique. When a model is ready (at the conclusion of a
fixed interval), it performs the optimal control corn.
putation$ and transmits the data to the satellite con-
trollers. It then begins anot!serinterval of sampllng
data.

@nputinq Capability

A modest mount of memory will be needed by the
Satellite controllers to store the control parameters.
A very ?;mited anmunt of numerical processing needs to
be done, so the speed and functional complexity
required do not generate strenuous demands.

The algorithm processor is primarily concerned
with numerical processing, so the demands it generates
are scmnewhatmore strenuous. A minicomputer fs be-
lieved capable of doing the processing In the time IWC.

essary, and memory poses the only serious requirement.
Precise estimates of memory requirements are not avail-
able, but 64,000 words is likely more than enough.
This ‘evel of conlputingpcwer can be accomplished with
microprocessors, and recently announced devices make
use of a microprocessor even mare attractive.

@tomfc Estimates

Although the manifestations of AOC at the actuator
are quite %Imller to the techniques In use today, the
overall uze of AOC for HVAC systems Is a striking de-
parture fran present practice. It fs therefore desir-
able to relate the potential b~efits of tne control
method to ap;}licatlons,and these benefits are esti-
mated in the following discussion. A number of assump-
tions are made that are necessary because of the many
unknown factors related to the application of AOC to
operating buildings.

X!Ll!E

The simulation results discussed above suggest
savings in auxiliary energy for the short-term, severe
weather heating case of as much as 51%; whereas, the
long-term, milder weather simulation results offer an
even greater auxiliary-energy sav~ngs of q5%. Of
course, these results :jrefor a solar-heated t lding,
but the control methodology in the AOC implementation
can be extended fran its presrnt limlted application
to any HVAC system in which control options that impact
energy use eXISt. Such extensions have not yet been
made, but It is expected that eneroflsavings will re-
sult when this Is done. T!IZapplication of AOC is ap-
propriate to those buildings with HVAC systems that

SYSTEM INFORMATION

TI P-J “ ;

I ~~ .ATILL,ll IL :
ACTUATOR SIGNALS

CONTROLLER( _

Fig. 10. AOC implementation.

I
_l

CONIROL
PARAMETERS
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include numerws control options. Such buildings exist
today antiuill efiistto a greater degree fn the future
as more energy saving equipment is employed.

Based on the expected performance of AOC, both as
simulated by LASL and as found in process industry ap-
plications, it appears reasonable to estimate that 20%
of the energy used for heatin~ and cooling will be
saved in general installations beyond that possible
with effectively ut{lized computer-based logic systems.
Based on a 20% savings in energy, the energy cost sav-
ings achievable for office buildings in the Chicago
area are shown in Fig. 11 [10,11]. Because ‘implement-
ationis not anticipated until after additional research
and development is completed, e~ergy costs are pro-
jected to those three years frcm the present based on
a 7% annual increase.

Additional benefits from the application of AOC
may be derived from its identification process and the
measures of the system states. Two of these are (1)
the use of performance identification to determine when
maintenance is required on specific equipment, and (2)
the use of system states to determine potential causes
of wt-of-tolerance system conditions. Information
available in the AOC implementation brings these diag-
nostic system features closer to reality. The actual
monetary benefits of such features cannot, however, be
readily determined.

costs

At this time, the AOC method under study at LASL
has only been implemented on the scientific computer
facility at LASL. In this section, the cost of imple-
menting the method in a building is estimated. Al-
though this estimate includes a significant degree of
uncertainty, the level of effort is within the scope
of other work performed in the development of building
autcnnaticnsystems. It is noted tl:atthe basic devel-
opment and testing of the AOC method is not included
in the costs given.

The following are assumptions for the cost
estimate.

o
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Fig. 11. Savings resulting from the application of AOC
to office buildin~s in the Chicago area.

1.

2.

3.

4.

5.

6.

7.

8.

A standard building automation system as presently
available fran HVAC controls vendors is used as
the base system.
There are very few cases in which it could be ex-
pected that a system for a large building applica-
tion would have sufficient excess capability to
run AOC as well as the tasks normally given it.
Therefore, the AOC algorithms are implemented in
a separate computer tied through communication
channels to the base system.
Comnuni:ation between the base and AOC computers
will require relatively minor modification to
standard data and task programs.
It is assumed that the AOC computer will require
64,000, 16-bit words cf memory and a disk for mass
storage.
Although much of the AOC program is usable across
buildings, custcnnprograming will be requ+r=u to
adequately represent specific building cr,nfigura-
tions. It is assumed that 25% of the algorithms
will require custom programing.
The cost of applying the AOC to increasingly
larger buildings will increase due to greater zo-
plication definition requirements and custom pro-
gramming time. It is assumed the base program
will not requ”re significant modification. An
increase of appli ation and programing cost of

510% per 100,000 ft is assumed.
Significant increases in the need for sensing or
control pcints to implement the AOC beyond those
normally installed are not expected.
Based on preliminary estimates by LASL, it is
assumed that the base AOC program will represent
50,000 words of memory and will be programmed in
a high-level langu~ge.

The AOC implementation is separated into
fixed and variable costs. The former are
estimated as follows.

1. Interface software $ 12,000
2. Basic AOC software

a. Application evaluation 50,900
b. Software 100,000

3. Hardware integration 10,000
4. Application testing 50,000
5. Quality assurance

Total *

These development costs must be distributed over
the systems expected to be sold. A 3-year payback is
assumed, and changing money valuation is not con-
sidered. It is expected that application will be to
larger buildings, those presently using available
energy packages. From this, the sales are suqgested
to be

1. First year
2. Second year
3. Third year

Total

-.

10 units
20 units
30 units
67iunits.

This results in a development cost distribution
of $4,500 per installation for a 3-year payback to the
manufacturer.

The variable cost of applyinq the AOC techniaue
to a specific installation must-be-considered, First,
software for the installation must be developed that
is unique to the installation; this is estimated as

}follows for a 100,000 ft building.

Application algorithms $ 4,000
Software 10,000
Quality assurance

Total 3’I-WR
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AS noted prevlwsly, thfs cfit IS -~-ted tO fn-
creast as the ~lldlng size Irsxeases f- lar

r
build-

ing appllcat~o~so For smaller. more unffonn uildings
such as schools, a flat rate of S5,000 for ●ach apPlt-
catfon is assumed.

Hardware includes a computer and mass storage unit
(magnetic disk). TW levels of hardware are flrsx con-
slckred. one is a high-perfomance minfcmputer and
supporting disk. The second Is a moderate-performance
computcf. The selection Is a function of the c~uta-
tlonal requirements for the AM, and this has not been
deterdned for a real buflding application. A third
value Is given for the cost of a high-performance sys-
tem based on microprocessors expected to be avaiiable
In 2 to 3 yehrs.

1. Hfgh-performance c uter
Tand support (present S56,700

2. Moderate-performmce computer
and support (present) 25,000

3. High-performance computer and
support (future) 10,000

These costs imlude operating system software.
It is expected that these costs will remain relatively
:onstant across system sizes.

The costs to the user of AOC implementation are
then estimated based on the data developed above.
These are given, as a function of building size, in
Fig. 12. A curve is given for each level of computa-
tional hardware costs. It is noted once again that we
assure that a building autc+nationsystem is present.
The cost of this system is not included in the values
giver.

!@!!?@

The benefits a building mmer can expect to obtain
fr~ applylng adaptive optimal control to a building
as compared to the cost of application will determine,
in general, the success of the technique as a product.
Data on both potential savings and implementation cost

v
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Fig. 12. AOC implementationcost as a function of
building size.

have been given. Altlmugh not miversally accepted,
the savings are frequently required to return the cost
of the investment In three years or less in waler to
make the investment for energy swing equipnent accept-
able. This period is assumed here.

The tm cost relations used are energy cost for
heating and cooling plus domestic hot water, and com-
puter system costs. In the case of energy, there is
every reason to ●xpect contiwed increases in energy
costs, at least the 7% per year used in the previous
data. Computer hardware for the levels of capability
expe-ted to be required is projected to maintain its
present price and potentially decrease dramatically as
a number of announced microprocessors beccms available.
Application costs are not expected to rise significant-
ly over the time considered as productivity increases
gained through experience will offset ifKreased per-
sonnel crsts.

Using the results of the two preceding sections,
the payback for A(X applications is estimated. This
is shown in Fig. 13 for office buildings. These re-
sults show that the application of AOC is estimated to
have a favorable payback at a 20S savings level for
large office buildings at present high-capability ccmn-
puter hardware costs. The payback improves dramatical-
ly at projected high-capability computer costs.

Based on these results, it is concluded that there
is a very good likelihood that the use of AOC can not
only save significant energy, but also could be effec-
tive as a cotnnercialproduct.

Conclusion

The AOC concept has been shown to provide a type
of control at the actuator level in HVAC systems that
is much like that in use today. However, the control
pa.’ameters,such as gains and offsets, are determined
at a system level and are determined so as to optimize
the overall system. This overall system optimization
results in a significant energy savings. Implementa-
tion is Dossfble with currentlv available hardware and—. .—+~ econ~lcally attractive-
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